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(57) ABSTRACT

A method for deploying virtual machines is provided
according to the disclosure, similarity between a first VM
and a second VM is determined according to attribution
information for the two VMs, and in a case that the first VM
is similar to the second VM, the two VMs are deployed to
different physical machines respectively. During this pro-
cess, the similarity between the two VMs are automatically
determined, and the two VMs with high similarity, which are
more inclined to belong to a same cluster, are deployed to
different physical machines, to avoid a problem that mal-
function of a physical machine causes malfunction of an
entire cluster when VMs belonging to the same cluster are
deployed in the same physical machine, thereby improving
operation reliability of the cluster.

17 Claims, 5 Drawing Sheets
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METHOD FOR DEPLOYING VIRTUAL
MACHINES, DEVICE THEREOF AND
MANAGEMENT NODE

CROSS REFERENCES OF RELATED
APPLICATIONS

The present application claims the priority to Chinese
Patent Application No. 201410429533.1, entitled
“METHOD FOR DEPLOYING VIRTUAL MACHINES,
DEVICE THEREOF AND MANAGEMENT NODE”, filed
on Aug. 27, 2014 with the State Intellectual Property Office
of People’s Republic of China, which is incorporated herein
by reference in its entirety.

FIELD

The disclosure relates to the field of electronic devices,
and in particular to a method for deploying virtual machines,
a device thereof and a management node.

BACKGROUND

In an architecture of computer science, a virtual machine
(VM) refers to a special software, which can create an
environment between a computer platform and a terminal
user, and the terminal user operates software through the
environment created by the VM software. Through the VM
software, a user may simulate multiple VMs in one physical
machine to speed up data processing.

In a cloud computing environment, there is large number
of clusters consisted of multiple VMs, and the VMs in the
cluster are redundant to each other. If the VMs redundant to
each other are deployed in a same physical machine, the
entire cluster may fail once the physical machine fails.

SUMMARY

In view of this, a method for deploying virtual machines
is provided according to the disclosure, to solve a conven-
tional problem that malfunction of a physical machine
causes malfunction of an entire cluster when VMs belonging
to the same cluster are deployed in the same physical
machine.

For this purpose, the technical solutions provided accord-
ing to the disclosure are as follows.

The method for deploying virtual machines includes:

acquiring attribute information of a first VM and a second
VM;

determining, according to the attribute information,
whether the first VM is similar to the second VM; and

deploying the first VM and the second VM to a first
physical machine and a second physical machine respec-
tively if the first VM is similar to the second VM.

In the method, preferably the first VM and the second VM
are deployed to the first physical machine or to the second
physical machine if the first VM is not similar to the second
VM.

In the method, preferably, the process of determining
whether the first VM is similar to the second VM according
to the attribute information includes:

assigning weights for the attribute information according
to a preset weight assigning rule;

calculating a value of similarity between the first VM and
the second VM according to the weights of the attribute
information and a preset similarity algorithm;
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determining whether the value of the similarity is greater
than a preset threshold;

determining that the first VM is similar to the second VM
if the value of the similarity is greater than the preset
threshold; and

determining that the first VM is not similar to the second
VM if the value of the similarity is smaller than or equal to
the preset threshold.

In the method, preferably, when it is the first time for VM
deployment, the attribute information includes static attri-
bute information, and the process of assigning weights for
the attribute information includes:

assigning weights for respective items of the static attri-
bute information according to the preset weight assigning
rule.

In the method, preferably, in a case that the deployment is
performed when the first VM and the second VM are
running, the attribute information includes static attribute
information and dynamic attribute information, and the
process of acquiring attribute information of a first VM and
a second VM includes:

acquiring dynamic attribute information of the first VM
and the second VM, where the dynamic attribute informa-
tion carries first identity information indicating a VM to
which the dynamic attribute information belongs;

acquiring static attribute information of the first VM and
the second VM, where the static attribute information carries
second identity information indicating a VM to which the
static attribute information belongs, and the static attribute
information was stored when the VM was deployed last time
and was stored in a physical machine to which the VM was
deployed; and

correlating the dynamic attribute information to the static
attribute information according to the first identity informa-
tion and the second identity information to acquire the
attribute information of the first VM and the attribute
information of the second VM respectively.

In the method, preferably, the process of assigning
weights for the attribute information according to a preset
weight assigning rule includes:

assigning, according to the preset weight assigning rule,
weights for respective items of the static attribute informa-
tion and for respective items of the dynamic attribute
information.

In the method, preferably, in a case that the first VM and
the second VM are connected to the first physical machine,
the process of deploying the first VM and the second VM to
the first physical machine and the second physical machine
respectively includes:

keeping the deployment of the first VM in the first
physical machine, and dynamically moving the second VM
to the second physical machine.

A device for deploying virtual machines includes:

an acquiring module configured to acquire attribute infor-
mation of a first VM and a second VM,

a determination module configured to determine, accord-
ing to the attribute information, whether the first VM is
similar to the second VM; and

a deployment module configured to deploy the first VM
and the second VM to a first physical machine and a second
physical machine respectively if the first VM is similar to the
second VM.

In the device, preferably, the deployment device is further
configured to deploy the first VM and the second VM to the
first physical machine or the second machine if the first VM
is not similar to the second VM.
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In the device, preferably, the determination module
includes:

a weight assigning unit configured to assign weights for
the attribute information according to a preset weight assign-
ing rule;

a calculation unit configured to calculate a value of
similarity between the first VM and the second VM accord-
ing the weights of the attribute information and a preset
similarity algorithm; and

a determination unit configured to determine whether the
value of the similarity is greater than a preset threshold;
determine that the first VM is similar to the second VM if the
value of the similarity is greater than the threshold; and
determine that the first VM is not similar to the second VM
if the value of the similarity is smaller than or equal to the
threshold.

In the device, preferably, when it is the first time for VM
deployment, the attribute information includes static attri-
bute information, and the weight assigning unit is further
configured to:

assign weights for respective items of the static attribute
information according to the preset weight assigning rule.

In the device, preferably, in a case that the deployment is
performed when the first VM and the second VM are
running, the attribute information includes static attribute
information and dynamic attribute information, and the
acquiring module includes:

a first acquiring unit configured to acquire the dynamic
attribute information of the first VM and the second VM,
where the dynamic attribute information carries first identity
information indicating a VM to which the dynamic attribute
information belongs;

a second acquiring unit configured to acquire the static
attribute information of the first VM and the second VM,
where the static attribute information carries second identity
information indicating a VM to which the static attribute
information belongs, and the static attribute information was
stored when the VM was deployed last time and was stored
in a physical machine to which the VM was deployed; and

a correlation unit configured to correlate the dynamic
attribute information to the static attribute information
according to the first identity information and the second
identity information to acquire the attribute information of
the first VM and the attribute information of the second VM
respectively.

In the method, preferably, the weight assigning unit is
configured to:

assign, according to the preset weight assigning rule,
weights for respective items of the static attribute informa-
tion and for respective items of the dynamic attribute
information.

In the method, preferably, in a case that the first VM and
the second VM are connected to the first physical machine,
the deployment module is further configured to:

keep the deployment of the first VM in the first physical
machine, and dynamically move the second VM to the
second physical machine.

A management node manages at least two physical
machines, and includes any one of the foregoing devices for
deploying VMs.

It can be known from above technical solutions that,
compared with conventional technology, a method for
deploying virtual machines is provided according to the
disclosure, in which similarity between a first VM and a
second VM is determined according to attribute information
of the two VMs, and in a case that the first VM is similar to
the second VM, the two VMs are deployed to different
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physical machines respectively. During this process, the
similarity between the two VMs are automatically deter-
mined according to the attribute information of the VMs,
and the two VMs with high similarity, which are more
inclined to belong to a same cluster, are deployed to different
physical machines to avoid a problem that malfunction of a
physical machine causes malfunction of an entire cluster
when VMs belonging to the same cluster are deployed in the
same physical machine, thereby improving operation reli-
ability of the cluster.

BRIEF DESCRIPTION OF THE DRAWINGS

To describe the technical solutions for the embodiments
of the present disclosure or technical solutions in conven-
tional technology more clearly, the drawings involved in the
embodiments of the present disclosure or in the conventional
technology are described briefly in the following. Appar-
ently, the drawings described below merely illustrate
embodiments of the disclosure, and those of ordinary skills
in the art can derive other drawings according to the draw-
ings without any creative effort.

FIG. 1 is a flow chart of a first embodiment of a method
for deploying virtual machines provided according to the
disclosure;

FIG. 2 is a flow chart of a second embodiment of a method
for deploying virtual machines provided according to the
disclosure;

FIG. 3 is a flow chart of a third embodiment of a method
for deploying virtual machines provided according to the
disclosure;

FIG. 4 is a flow chart of a fourth embodiment of a method
for deploying virtual machines provided according to the
disclosure;

FIG. 5 is a schematic structural diagram of a first embodi-
ment of a device for deploying virtual machines provided
according to the disclosure;

FIG. 6 is a schematic structural diagram of a second
embodiment of a device for deploying virtual machines
provided according to the disclosure; and

FIG. 7 is a schematic structural diagram of a third
embodiment of a device for deploying virtual machines
provided according to the disclosure.

DETAILED DESCRIPTION

Technical solutions of the embodiments of the present
disclosure will be illustrated completely and clearly with the
following drawings of the embodiments of the disclosure.
Apparently, the described embodiments are merely a few
rather than all of the embodiments of the present disclosure.
Any other embodiments obtained by those of ordinary skills
in the art based on the embodiments of the present disclosure
without creative efforts shall fall within the protection scope
of the present disclosure.

The disclosure relates to a method for deploying virtual
machines and a device thereof, which are applied to a
management node. The management node is connected to at
least two physical machines. The management node is an
electronic device, which may be any one of desktop, laptop,
tablet computer, mobile phone, smart television, smart
watch and wearable device.

FIG. 1 is a flow chart of a first embodiment of a method
for deploying virtual machines provided according to the
disclosure. The method includes following steps.

Step 101 includes: acquiring attribute information of a
first VM and a second VM.
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The first VM and the second VM are any two of VMs in
a cluster consisted of multiple VMs.

The attribute information, including static attribute infor-
mation and dynamic attribute information, reflects a state of
the VM.

The static attribute information includes following infor-
mation: a name of the VM, an owner of the VM, and
hardware feature of the VM, such as a central processing
unit (CPU), a memory, a hard disk, a network and a network
port, etc.

The dynamic attribute information include following
information: information about running state of the VM
which is acquired through real-time monitoring, such as
direction of network flow, usage rates for CPU and memory,
and input/output (I/0) density of a hard disk, etc.

The current state of the VM may be acquired through the
attribute information.

Specifically, frequency for network interaction between
the first VM and the second VM may be known according
to the dynamic attribute information, and the higher the
similarity between the dynamic attribute information of the
first VM and the dynamic attribute information of the second
VM is, the more frequent the network interaction between
the first VM and the second VM is. For example, whether the
two VMs occupy a same channel or similar channels for
transmitting network information, and length of time for the
occupation may be determined according to the direction of
network flow.

Specially, the similarity between devices of the first VM
and the second VM may be known according to the static
attribute information. For example, the hardware feature of
the VM reflects a usage rate of the VM.

For example, in practical implementation, each VM is
preset with a number, and in a case that VMs have similar
numbers and belong to a same owner, the VMs are similar.

Step 102 includes: determining, according to the attribute
information, whether the first VM is similar to the second
VM.

The attribute information of the first VM is compared with
that of the second VM to determine whether the attribute
information of the first VM is similar to that of the second
VM.

Specially, each item of the attribute information of the
first VM is compared with corresponding item of the attri-
bute information of the second VM sequentially to acquire
a comparison result.

If the comparison result indicates that the attribution
information of the first VM is similar to that of the second
VM, the first VM is similar to the second VM, and if the
comparison result indicates that the attribution information
of the first VM is not similar to that of the second VM, the
first VM is not similar to the second VM. The similar VMs
are more inclined to belong to a same cluster, and are more
likely to be redundant to each other. The dissimilar VMs are
more inclined to belong to different clusters, and are irrela-
tive to each other and do not interact with each other.

Step 103 includes: deploying the first VM and the second
VM to a first physical machine and a second physical
machine respectively if the first VM is similar to the second
VM.

In a case that the comparison result indicates that the first
VM is similar to the second VM, the similar VMs are more
inclined to belong to a same cluster, and the first VM and the
second VM may be regarded as VMs redundant to each
other. To ensure operation reliability of the cluster, the first
VM and the second VM need to be deployed to different
physical machines.
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Specially, the first VM and the second VM are deployed
to the first physical machine and the second physical
machine, respectively.

In view of above, in the method for deploying virtual
machines provided according to the embodiment, similarity
between a first VM and a second VM is determined accord-
ing to attribution information for the two VMs, and in a case
that the first VM is similar to the second VM, the two VMs
are deployed to different physical machines respectively.
During this process, the similarity between the two VMs are
automatically determined according to attribution informa-
tion for the VMs, and the VMs with high similarity, which
are more inclined to belong to a same cluster, are deployed
to different physical machines, to avoid a problem that
malfunction of a physical machine causes malfunction of an
entire cluster when VMs belonging to the same cluster are
deployed in the same physical machine, thereby improving
operation reliability of the cluster.

FIG. 2 is a flow chart of a second embodiment of a method
for deploying virtual machines provided according to the
disclosure. The method may include following steps.

Step 201 includes: acquiring attribution information of a
first VM and a second VM.

Step 202 includes: determining, according to the attribute
information, whether the first VM is similar to the second
VM.

Step S203 is executed if the first VM is similar to the
second VM, and step S204 is executed if the first VM is not
similar to the second VM.

Step 203 includes: deploying the first VM and the second
VM to a first physical machine and a second physical
machine respectively.

Steps S201-S203 are the same as steps S101-103 accord-
ing to the first embodiment, and are not described in this
embodiment.

Step 204 includes: deploying the first VM and the second
VM to the first physical machine or to the second physical
machine.

In a case that the comparison result indicates that the
attribution information of the first VM is not similar to that
of the second VM, the first VM is not similar to the second
VM. The dissimilar VMs are more inclined to belong to
different clusters, and are irrelative to each other and do not
interact with each other. In specific implementation, the first
VM and the second VM may be deployed arbitrarily.

However, in practical implementation, due to limited
number of the physical machines, the first VM and the
second VM which are not similar to each other are normally
deployed to a same physical machine, i.e., the first VM and
the second VM are both deployed to the first physical
machine, or to the second physical machine.

In addition, in a case that the first VM and the second VM
are deployed in a same physical machine and the first VM
has low similarity to the second VM, when subsequent
similarity comparison with another VM (such as a third VM)
is performed, the comparison with the third VM may be
performed on only one of the first VM and the second VM.
In a case that the third VM is similar to the first VM, the third
VM is not similar to the second VM, and vice versa, thereby
reducing amount of information processing for a manage-
ment node with regard to subsequent similarity comparison
between other VMs with the first VM and the second VM,
and enabling faster deployment of the VMs.

It should be noted that, in a case that the first VM and the
second VM are connected to different physical machines and
the first VM is not similar to the second VM, due to a given
number of the physical machines and a given number of
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VMs connected to each physical machine, the lower the
similarity among VMs connected to a same physical
machine is, the better it is. To reduce pressure of the physical
machine, the first VM and the second VM are deployed in
a same physical machine.

Specifically, the first VM is kept in the first physical
machine where it locates, and the second VM is moved to
the first physical machine.

To sum up, a method for deploying virtual machines is
provided. The method further includes: deploying the first
VM and the second VM to the first physical machine or to
the second physical machine if the first VM is not similar to
the second VM. With this method, number of occupied
physical machines is reduced, and subsequent similarity
comparison with other VMs is facilitated.

FIG. 3 is a flow chart of a third embodiment of a method
for deploying virtual machines provided according to the
disclosure. The method may include following steps.

Step S301 includes: acquiring attribute information of a
first VM and a second VM.

Step S301 is the same as step S101 according to the first
embodiment, and is not described in this embodiment.

Step 302 includes: assigning weights for the attribute
information according to a preset weight assigning rule.

The weight assigning rule is relative to an application
environment of the first VM and the second VM.

Specially, important information among the attribute
information is determined according to the application envi-
ronment, and a larger weight is assigned to the important
information.

Specially, weights may be assigned to respective items of
the attribute information according to actual situation.

For example, if the dynamic attribute information is more
important in the application environment, a larger weight is
assigned to the dynamic attribute information, a smaller
weight is assigned to the static attribute information, and if
the direction of network flow in the VM is decisive infor-
mation among the dynamic attribute information, a larger
weight is assigned for the factor of the direction of network
flow in the VM in a case that the static attribute information
is more important in the application environment, a larger
weight is assigned to the static attribute information while a
smaller weight is assigned to the dynamic attribute infor-
mation, and in a case that respective items of information
regarding the owner of the VM is decisive information
among the static attribute information, larger weights are
assigned to the items of the information regarding the owner
of the VM.

It should be noted that, when it is the first time for VM
deployment, the attribute information includes static attri-
bute information.

In this case, step S302 includes: assigning weights for
respective items of the static attribute information according
to the preset weight assigning rule. The dynamic attribute
information is not involved.

Step 303 includes: calculating a value of similarity
between the first VM and the second VM according to the
weights of the attribute information and a preset similarity
algorithm.

The similarity algorithm is preset, and calculation is
sequentially performed for respective items of the attribute
information to acquire the value of the similarity. The
similarity between the first VM and the second VM is
quantified, and similarity comparison is converted into
numerical comparison with higher accuracy.
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Applicable similarity algorithms includes: Euclidean dis-
tance measure, Manhattan distance measure, cosine distance
measure, Tanimoto distance measure and weighted distance
measure.

Taking CPU usage as an example, each virtual machine
may perform statistics on the CPU usage every minute. Two
VMs are arbitrarily selected, and a value of similarity
between CPU usages of the two VMs in the last hour is
calculated by using the weighted distance measure algo-
rithm. Accordingly, values of similarities between other
corresponding items of the attribution information of the two
VMs may also be calculated according to the foregoing
similarity algorithms, to acquire the values of the similarities
between respective pairs of corresponding items of attribute
information of the two VMs. Thus a value of the similarity
between the two VMs is calculated by using the weighted
calculation.

In an implementation, values of similarity between the
static attribute information of the first VM and that of the
second VM and similarity between the dynamic attribute
information of the first VM and that of the second VM may
be calculated respectively, then the value of the similarity
between the two VMs are finally calculated according to the
weight assigned to the static attribute information and the
weight assigned to the dynamic attribute information.

For example, the weight assigned to the dynamic attribute
information is 0.8, the weight assigned to the static attribute
information is 0.2, the value of the similarity between
dynamic attribute information of the first VM and that of the
second VM is 0.7, and the value of the similarity between
static attribute information of the first VM and that of the
second VM is 0.5, and the value of the similarity between
the first VM and the second VM is calculated as 0.66 based
on the value of similarity of the dynamic attribute informa-
tion, the value of similarity of the static attribute information
and weights thereof.

It should be noted that, in an implementation, if the static
attribute information is absolutely important and the
dynamic attribute information has little affection, the simi-
larity calculation may be only performed on the static
attribute information to determine whether the similarity of
the static attribute information satisfies a preset threshold
condition, and the dynamic attribute information is
neglected.

Accordingly, in an implementation, if the dynamic attri-
bute information is absolutely important and the static
attribute information has little affection, the similarity cal-
culation may be only performed on the dynamic attribute
information to determine whether the similarity of the
dynamic attribute information satisfies the preset threshold
condition, and the static attribute information is neglected.

Step 304 includes: determining whether the value of the
similarity is greater than a preset threshold.

The preset threshold is a critical point of the similarity
between the two VMs. In a case that the calculated value of
the similarity is greater than the threshold, the first VM is
similar to the second VM, and in a case that the calculated
value of the similarity is smaller than or equal to the
threshold, the first VM is not similar to the second VM.

Specially, the threshold may be set as 0.8, and if the value
of the similarity between the first VM and the second VM is
0.76, which is smaller than 0.8, the two VMs are not similar.

In a case that the first VM is similar to the second VM,
step S305 is executed to deploy the two VMs to different
physical machines.



US 9,459,906 B2

9

Step 305 includes: deploying the first VM and the second
VM to the first physical machine and the second physical
machine respectively if the value of similarity is greater than
the threshold.

The step S305 is the same as step S103 and is not
described herein.

It should be noted that each time the VM is deployed, the
attribute information of the VM needs to be stored.

In an implementation, to reduce amount of data stored in
the VM, the static attribute information of the VM may be
stored in the physical machined connected to the VM.

To sum up, in the method for deploying virtual machines
provided according to the embodiment, the process of deter-
mining whether the first VM is similar to the second VM
according to the attribute information includes: assigning
weights for the attribute information according to a preset
weight assigning rule; calculating a value of similarity
between the first VM and the second VM according to the
weights of the attribute information and a preset similarity
algorithm; determining whether the value of the similarity is
greater than a preset threshold; determining that the first VM
is similar to the second VM if the value of the similarity is
greater than the preset threshold; and determining that the
first VM is not similar to the second VM if the value of the
similarity is smaller than or equal to the preset threshold.
With this method, the similarity between the first VM and
the second VM may be quantified according to the preset
similarity algorithm, and similarity comparison is converted
to numerical comparison with higher accuracy.

In a case that the deployment is performed when the first
VM and the second VM are running, the attribute informa-
tion includes the static attribute information and the dynamic
attribute information.

FIG. 4 is a flow chart of a fourth embodiment of a method
for deploying virtual machines provided according to the
disclosure. The method may include following steps.

Step 401: acquiring dynamic attribute information of a
first VM and a second VM.

The dynamic attribute information carries first identity
information indicating a VM to which the dynamic attribute
information belongs.

It should be noted that the dynamic attribute information
is information of parameters adopted in running process of
the VM itself, and the dynamic attribute information is
acquired from the VM.

Step 402 includes: acquiring static attribute information
of the first VM and the second VM.

The static attribute information carries second identity
information indicating a VM to which the static attribute
information belongs, and the static attribute information was
stored when the VM was deployed last time and was stored
in a physical machine to which the VM was deployed.

It should be noted that, since the static attribute informa-
tion was stored when the VM was deployed last time and
was stored in a physical machine to which the VM was
deployed, for example, the first VM was deployed in a first
physical machine, the static attribute information is acquired
from the first physical machine.

Surely, after the VM is deployed, instead of being stored
in the physical machine to which the VM is deployed, the
static attribute information of the VM may be stored in a
storage region of the VM, thus the acquisition in this step is
to acquire the static attribute information from the storage
region of the VM.

Step 403 includes: correlating the dynamic attribute infor-
mation to the static attribute information according to the
first identity information and the second identity information
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to acquire attribute information of the first VM and attribute
information of the second VM respectively.

For a same VM, the first identity information is the same
as the second identity information.

Specially, the dynamic attribute information and the static
attribute information having same identity information are
correlated according to the first identity information and the
second identity information to acquire attribute information
for one VM.

Specially, the attribute information of the first VM and
that of the second VM are acquired respectively in this way.

Step 404 includes: assigning, according to a preset weight
assigning rule, weights for respective items of the static
attribute information and respective items of the dynamic
attribute information.

Specially, weights are assigned for respective items of the
attribute information, weights are sequentially assigned for
respective items of the static attribute information, and
weights are sequentially assigned for respective items of the
dynamic attribute information.

Step 405 includes: calculating a value of similarity
between the first VM and the second VM according to the
weights of the attribute information and a preset similarity
algorithm.

Step 406 includes: determining whether the value of the
similarity is greater than a preset threshold;

determining that the first VM is similar to the second VM
if the value of the similarity is greater than the preset
threshold, and determining that the first VM is not similar to
the second VM if the value of the similarity is smaller than
or equal to the preset threshold.

Steps S405-406 are the same as steps S303-304, and are
not described in this embodiment.

Step 407 includes: deploying the first VM and the second
VM to the first physical machine and a second physical
machine respectively if the value of similarity is great than
the preset threshold.

In a case that the value of the similarity is greater than the
threshold, the first VM is similar to the second VM, and the
first VM and the second VM need to be deployed to different
physical machines: the first physical machine and the second
physical machine.

In an implementation, in a case that the first VM and the
second VM are both connected to the first physical machine,
step S407 specially includes: keeping the deployment of the
first VM in the first physical machine, and dynamically
moving the second VM to the second physical machine;
alternatively, keeping the deployment of the second VM in
the first physical machine, and dynamically moving the first
VM to the second physical machine.

In an implementation, to reduce similarity among VMs
connected to a same physical machine, similarities of mul-
tiple VMs may be compared, and two VMs with higher
similarity are deployed to different physical machines.

For example, a value of similarity between the first VM
and the second VM is 0.7, a value of similarity between the
first VM and a third VM is 0.6, a value of similarity between
the second VM and the third VM is 0.2; although none of the
values of the similarities among the three VMs reaches the
preset threshold, the first VM with high similarities to the
other VMs may be moved to the second physical machine to
reduce similarity among VMs connected to the same physi-
cal machine.

To sum up, in the method for deploying virtual machines
provided according to the embodiment, in a case that
deployment is performed when the VMs are running, attri-
bute information includes static attribute information and
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dynamic attribute information, and the process of acquiring
attribute information of a first VM and a second VM
includes: acquiring dynamic attribute information of the first
VM and the second VM, where the dynamic attribute
information carries first identity information indicating a
VM to which the dynamic attribute information belongs;
acquiring static attribute information of the first VM and the
second VM, where static attribute information carries sec-
ond identity information indicating a VM to which the static
attribute information belongs, and the static attribute infor-
mation was stored when the VM was deployed last time and
was stored in a physical machine to which the VM was
deployed; and correlating the dynamic attribute information
to the static attribute information according to the first
identity information and the second identity information, to
acquire attribute information of the first VM and attribute
information of the second VM respectively. In a case that the
first VM and the second VM are connected to the first
physical machine, the process of deploying the first VM and
the second VM to the first physical machine and a second
physical machine respectively includes: keeping the deploy-
ment of the first VM in the first physical machine, and
dynamically moving the second VM to the second physical
machine. With this method, dynamic attribute information
and static attribute information of the first VM and the
second VM are acquired, therefore attribute information of
the VMs is acquired. In addition, two similar VMs which
locate at a same physical machine are deployed separately.

The method for deploying virtual machines provided
according to the embodiments of the disclosure is described
above in details. The method for deploying virtual machines
according to the disclosure may be implemented by using
deployment devices of multiple forms, thus a device for
deploying virtual machines is also provided according to the
disclosure, and is described in detail in the following in
conjunction with embodiments.

FIG. 5 is a schematic structural diagram of a first embodi-
ment of a device for deploying virtual machines provided
according to the disclosure. The device may include follow-
ing structures: an acquiring module 501, a determination
module 502 and a deployment module 503.

The acquiring module 501 is configured to acquire attri-
bute information of a first VM and a second VM.

The first VM and the second VM are any two of VMs in
a cluster consisted of multiple VMs.

The attribute information, including static attribute infor-
mation and dynamic attribute information, reflects a state of
the VM

The static attribute information includes following infor-
mation: a name of the VM, an owner of the VM, and
hardware feature of the VM, such as a central processing
unit (CPU), a memory, a hard disk, a network and a network
port, etc.

The dynamic attribute information include following
information: information about running state of the VM
which is acquired through real-time monitoring, such as
direction of network flow, usage rates for CPU and memory,
and input/output (I/0) density of a hard disk, etc.

The current state of the VM may be acquired through the
attribute information.

Specifically, frequency for network interaction between
the first VM and the second VM may be known according
to the dynamic attribute information, and the higher the
similarity between the dynamic attribute information of the
first VM and the dynamic attribute information of the second
VM is, the more frequent the network interaction between
the first VM and the second VM is. For example, whether the
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two VMs occupy a same channel or similar channels for
transmitting network information, and length of time for the
occupation may be determined according to the direction of
network flow.

Specially, the similarity between devices of the first VM
and the second VM may be known according to the static
attribute information. For example, the hardware feature of
the VM reflects a usage rate of the VM.

For example, in practical implementation, each VM is
preset with a number, and in a case that VMs have similar
numbers and belong to a same owner, the VMs are similar.

The determination module 502 is configured to determine,
according to the attribute information, whether the first VM
is similar to the second VM.

The determination module 502 compares attribute infor-
mation of the first VM with that of the second VM to
determine whether the attribute information of the first VM
is similar to that of the second VM.

Specially, each item of the attribute information of the
first VM is compared with corresponding item of the attri-
bute information of the second VM sequentially to acquire
a comparison result.

If the comparison result indicates that the attribution
information of the first VM is similar to that of the second
VM, the first VM is similar to the second VM, and if the
comparison result indicates that the attribution information
of the first VM is not similar to that of the second VM, the
first VM is not similar to the second VM. The similar VMs
are more inclined to belong to a same cluster, and are more
likely to be redundant to each other. The dissimilar VMs are
more inclined to belong to different clusters, and are irrela-
tive to each other and do not interact with each other.

The deployment module 503 is configured to deploy the
first VM and the second VM to a first physical machine and
a second physical machine respectively if the first VM is
similar to the second VM.

In a case that the comparison result indicates that the first
VM is similar to the second VM, the similar VMs are more
inclined to belong to a same cluster, and the first VM and the
second VM may be regarded as VMs redundant to each
other. To ensure operation reliability of the cluster, the first
VM and the second VM need to be deployed to different
physical machines.

Specially, the deployment module 503 deploys the first
VM and the second VM to the first physical machine and the
second physical machine respectively.

In an implementation, the deployment module 503 is
further configured to deploy the first VM and the second VM
to the first physical machine or to the second physical
machine if the first VM is not similar to the second VM.

In a case that the comparison result indicates that the
attribute information of the first VM is not similar to that of
the second VM, the two VMSs are not similar to each other;
since the two dissimilar VMs are more inclined to belong to
different clusters, and are irrelative to each other and do not
interact with each other, the first VM and the second VM
may be arbitrarily deployed in practice.

However, in practical implementation, due to limited
number of physical machines, the first VM and the second
VM which are not similar to each other are normally
deployed to a same physical machine, i.e., the first VM and
the second VM are both deployed to the first physical
machine or to the second physical machine.

In addition, in a case that the first VM and the second VM
are deployed in a same physical machine and the first VM
has low similarity to the second VM, when subsequent
similarity comparison with another VM (such as a third VM)
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is performed, the comparison with the third VM may be
performed on only one of the first VM and the second VM.
In a case that the third VM is similar to the first VM, the third
VM is not similar to the second VM, and vice versa, thereby
reducing amount of information processing for a manage-
ment node with regard to subsequent similarity comparison
between other VMs with the first VM and the second VM,
and enabling faster deployment of the VMs.

It should be noted that, in a case that the first VM and the
second VM are connected to different physical machines and
if the first VM is not similar to the second VM, due to a given
number of the physical machines and a given number of
VMs connected to each physical machines, the lower the
similarity among VMs connected to a same physical
machine is, the better it is. To reduce pressure of the physical
machine, the first VM and the second VM are deployed in
a same physical machine.

Specifically, the first VM is kept in the first physical
machine where it locates, and the second VM is moved to
the first physical machine.

To sum up, the device for deploying virtual machines
provided according to the embodiment determines similarity
between the first VM and the second VM according to
attribute information of the two VMs, and deploys the two
VMs to different physical machines if the first VM is similar
to the second VM. With this device, the similarity between
the two VMs is automatically determined according to the
attribute information of the VMs, and the two VMs with
high similarity, which are more inclined to belong to a same
cluster, are deployed to different physical machines, to avoid
a problem that malfunction of a physical machine causes
malfunction of an entire cluster when VMs belonging to the
same cluster are deployed in the same physical machine,
thereby improving operation reliability of the cluster.

FIG. 6 is a schematic structural diagram of a second
embodiment of a device for deploying virtual machines
provided according to the disclosure. The device may
include following structures: an acquiring module 601, a
determination module 602 and a deployment module 603.

The determination module 602 includes: a weight assign-
ing unit 604, a calculation unit 605 and a determination unit
606.

Functions of the acquiring module 601 and the deploy-
ment module 603 are the same as those corresponding
structures according to the first embodiment, and are not
described in this embodiment.

The weight assigning unit 604 is configured to assign
weights for the attribute information according to a preset
weight assigning rule.

The weight assigning rule is relative to an application
environment of the first VM and the second VM.

Specially, the weight assigning unit 604 determines
important information among the attribute information
according to the application environment, and assigns a
larger weight to the important information.

Specially, weights may be assigned to respective items of
the attribute information according to actual situation.

For example, if the dynamic attribute information is more
important in the application environment, a larger weight is
assigned to the dynamic attribute information, a smaller
weight is assigned to the static attribute information, and if
the direction of network flow in the VM is decisive infor-
mation among the dynamic attribute information, a larger
weight is assigned for the factor of the direction of network
flow in the VM in a case that the static attribute information
is more important in the application environment, a larger
weight is assigned to the static attribute information while a
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smaller weight is assigned to the dynamic attribute infor-
mation, and in a case that respective items of information
regarding the owner of the VM is decisive information
among the static attribute information, larger weights are
assigned to the items of the information regarding the owner
of the VM.

It should be noted that when it is the first time for VM
deployment, the attribute information includes the static
attribute information.

In this case, the weight assigning unit 604 is further
configured to assign weights for respective items of the
static attribute information according to the preset weight
assigning rule. The dynamic attribute information is not
involved.

The calculation unit 605 is configured to calculate a value
of similarity between the first VM and the second VM
according to the weights of the attribute information and a
preset similarity algorithm.

The similarity algorithm is preset, and the calculation unit
605 performs calculation for respective items of the attribute
information sequentially according to the preset similarity
algorithm, to acquire the value of the similarity. The simi-
larity between the first VM and the second VM is quantified,
and similarity comparison is converted into numerical com-
parison with higher accuracy.

Applicable similarity algorithms includes: Euclidean dis-
tance measure, Manhattan distance measure, cosine distance
measure, Tanimoto distance measure and weighted distance
measure.

Taking CPU usage as an example, each virtual machine
may perform statistics on the CPU usage every minute. Two
VMs are arbitrarily selected, and a value of similarity
between CPU usages of the two VMs in the last hour is
calculated by using the weighted distance measure algo-
rithm. Accordingly, values of similarities between other
corresponding items of the attribution information of the two
VMs may also be calculated according to the foregoing
similarity algorithms, to acquire the values of the similarities
between respective pairs of corresponding items of attribute
information of the two VMs. Thus a value of the similarity
between the two VMs is calculated by using the weighted
calculation.

In an implementation, values of similarity between the
static attribute information of the first VM and that of the
second VM and similarity between the dynamic attribute
information of the first VM and that of the second VM may
be calculated respectively, then the value of the similarity
between the two VMs are finally calculated according to the
weight assigned to the static attribute information and the
weight assigned to the dynamic attribute information.

For example, the weight assigned to the dynamic attribute
information is 0.8, the weight assigned to the static attribute
information is 0.2, the value of the similarity between
dynamic attribute information of the first VM and that of the
second VM is 0.7, and the value of the similarity between
static attribute information of the first VM and that of the
second VM is 0.5, and the value of the similarity between
the first VM and the second VM is calculated as 0.66 based
on the value of similarity of the dynamic attribute informa-
tion, the value of similarity of the static attribute information
and weights thereof.

It should be note that, in an implementation, if the static
attribute information is absolutely important, and the
dynamic attribute information has little affection, the simi-
larity calculation may be only performed on the static
attribute information to determine whether the similarity of
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the static attribute information satisfies a preset threshold
condition, and the dynamic attribute information is
neglected.

Accordingly, in an implementation, if the dynamic attri-
bute information is absolutely important and the static
attribute information has little affection, the similarity cal-
culation may be only performed on the dynamic attribute
information to determine whether the similarity of the
dynamic attribute information satisfies the preset threshold
condition, and the static attribute information is neglected.

The determination unit 606 is configured to determine
whether the value of the similarity is greater than a preset
threshold; determine that the first VM is similar to the
second VM if the value of the similarity is greater than the
threshold; and determine that the first VM is not similar to
the second VM if the value of the similarity is smaller than
or equal to the threshold.

The preset threshold is a critical point of the similarity
between the two VMs. In a case that the calculated value of
the similarity is greater than the threshold, the determination
unit 606 determines that the first VM is similar to the second
VM, and in a case that the calculated value of the similarity
is smaller than or equal to the threshold, the determination
unit 606 determines that the first VM is not similar to the
second VM.

Specially, the threshold may be set as 0.8, and in a case
that the value of the similarity between the first VM and the
second VM is 0.76, which is smaller than 0.8, the two VMs
are not similar to each other.

In a case that the first VM is similar to the second VM, the
deployment module 603 is triggered to deploy the two
similar VMs to different physical machines.

It should be noted that, each time the VM is deployed, the
attribute information of the VM needs to be stored.

In an implementation, to reduce amount of data stored in
the VM, the static attribute information of the VM may be
stored in the physical machined connected to the VM.

To sum up, in the device for deploying virtual machines
provided according to the embodiment, the determination
module includes: a weight assigning unit configured to
assign weights for the attribute information according to a
preset weight assigning rule; a calculation unit configured to
calculate a value of similarity between the first VM and the
second VM according to the weights of the attribute infor-
mation and a preset similarity algorithm; a determination
unit configured to determine whether the value of the
similarity is greater than a preset threshold, determine that
the first VM is similar to the second VM if the value of the
similarity is greater than the preset threshold, and determine
that the first VM is not similar to the second VM if the value
of the similarity is smaller than or equal to the preset
threshold. With this device, the similarity between the first
VM and the second VM may be quantified according to the
preset similarity algorithm, and similarity comparison is
converted to numerical comparison with higher accuracy.

In a case that the deployment is performed when the first
VM and the second VM are running, the attribute informa-
tion includes the static attribute information and the dynamic
attribute information.

FIG. 7 is a schematic structural diagram of a third
embodiment of a device for deploying virtual machines
provided according to the disclosure. The device may
include following structures: an acquiring module 701, a
determination module 702 and a deployment module 703.

The acquiring module 701 includes: a first acquiring unit
704, a second acquiring unit 705 and a correlation unit 706.
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The determination module 702 includes: a weight assign-
ing unit 707, a calculation unit 708 and a determination unit
709.

The calculation unit 708 and the determination unit 709
have same functions as those corresponding structures
according to the second embodiment, and are not described
in this embodiment.

The first acquiring unit 704 is configured to acquire
dynamic attribute information of a first VM and a second
VM.

The dynamic attribute information carries first identity
information indicating a VM to which the dynamic attribute
information belongs.

It should be noted that the dynamic attribute information
is information of parameters adopted in running process of
the VM itself, and the dynamic attribute information is
acquired from the VM.

The second acquiring unit 705 is configured to acquire
static attribute information of the first VM and the second
VM.

The static attribute information carries second identity
information indicating a VM to which the static attribute
information belongs, and the static attribute information was
stored when the VM was deployed last time and was stored
in a physical machine to which the VM was deployed.

It should be noted that, since the static attribute informa-
tion was stored when the VM was deployed last time and
was stored in a physical machine to which the VM was
deployed, for example, the first VM was deployed in a first
physical machine, the static attribute information is acquired
from the first physical machine.

Surely, after the VM is deployed, instead of being stored
in the physical machine to which the VM is deployed, the
static attribute information of the VM may be stored in a
storage region of the VM, thus the acquisition in this step is
to acquire the static attribute information from the storage
region of the VM.

The correlation unit 706 is configured to correlate the
dynamic attribute information to the static attribute infor-
mation according to the first identity information and the
second identity information to acquire attribute information
of the first VM and attribute information of the second VM
respectively.

For a same VM, the first identity information is the same
as the second identity information.

Specially, the dynamic attribute information and the static
attribute information having same identity information are
correlated according to the first identity information and the
second identity information to acquire attribute information
for one VM.

Specially, the attribute information of the first VM and
that of the second VM are acquired respectively in this way.

The weight assigning unit 707 is further configured to
assign, according to a preset weight assigning rule, weights
for respective items of the static attribute information and
respective items of the dynamic attribute information.

Specially, the weight assigning unit assigns weights for
respective items of the attribute information, sequentially
assigns weights for respective items of the static attribute
information, and sequentially assigns weights for respective
items of the dynamic attribute information.

In a case that the value of the similarity is greater than the
threshold, the first VM is similar to the second VM, and the
first VM and the second VM need to be deployed to different
physical machines: the first physical machine and the second
physical machine.
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In an implementation, in a case that the first VM and the
second VM are both connected to the first physical machine,
the deployment module 703 is configured to: keep the
deployment of the first VM in the first physical machine, and
dynamically move the second VM to the second physical
machine; alternatively, keep the deployment of the second
VM in the first physical machine, and dynamically move the
first VM to the second physical machine.

In an implementation, to reduce similarity among VMs
connected to a same physical machine, similarities of mul-
tiple VMs may be compared, and two VMs with higher
similarity are deployed to different physical machines.

For example, a value of similarity between the first VM
and the second VM is 0.7, a value of similarity between the
first VM and a third VM is 0.6, a value of similarity between
the second VM and the third VM is 0.2; although none of the
values of the similarities among the three VMs reaches the
preset threshold, the first VM with high similarities to the
other VMs may be moved to the second physical machine to
reduce similarity among VMs connected to the same physi-
cal machine.

To sum up, in the device for deploying virtual machines
provided according to the embodiment, in a case that
deployment is performed when the first VM and the second
VM are running, attribute information includes static attri-
bute information and dynamic attribute information, and the
acquiring module includes: a first acquiring unit configured
to acquire dynamic attribute information of the first VM and
the second VM, where the dynamic attribute information
carries first identity information indicating a VM to which
the dynamic attribute information belongs; a second acquir-
ing unit configured to acquire static attribute information of
the first VM and the second VM, where static attribute
information carries second identity information indicating a
VM to which the static attribute information belongs, and
the static attribute information was stored when the VM was
deployed last time and was stored in a physical machine to
which the VM was deployed; and a correlation unit config-
ured to correlate the dynamic attribute information to the
static attribute information according to the first identity
information and the second identity information to acquire
attribute information of the first VM and attribute informa-
tion of the second VM respectively. In a case that the first
VM and the second VM are connected to the first physical
machine, the deployment module is further configured to
keep the deployment of the first VM in the first physical
machine, and dynamically moves the second VM to the
second physical machine. With this device, dynamic attri-
bute information and static attribute information of the first
VM and the second VM are acquired, therefore attribute
information of the VMs is acquired. In addition, two similar
VMs which locate at a same physical machine are deployed
separately.

Corresponding to the foregoing embodiments of the
device for deploying virtual machines provided according to
the disclosure, a management node is also provided accord-
ing to the disclosure. The management node manages at
least two physical machines, and includes the device for
deploying VMs according to any one of above embodi-
ments.

The deployment device includes: an acquiring module, a
determination module and a deployment module. Each
component module of the device for deploying virtual
machines has the same function as that of a corresponding
structure of the foregoing device for deploying virtual
machines according to the embodiments, and is not
described herein.
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Preferably, the deployment module is further configured
to deploy the first VM and the second VM to a first physical
machine or to a second physical machine if the first VM is
not similar to the second VM.
Preferably, the determination module includes: a weight
assigning unit, a calculation unit and a determination unit.
Each component unit in the module of the device for
deploying virtual machines has the same function as that of
a corresponding structure in the foregoing device for deploy-
ing virtual machines according to the embodiments, and is
not described herein.
Preferably, when it is the first time for VM deployment,
the attribute information includes the static attribute infor-
mation, and the weight assigning unit is configured to assign
weights for respective items of the static attribute informa-
tion according to a preset weight assigning rule.
Preferably, in a case that the deployment is performed
when the first VM and the second VM are running, the
attribute information includes the static attribute information
and the dynamic attribute information, and the acquiring
module includes: a first acquiring unit, a second acquiring
unit and a correlation unit, where each component unit in the
module of the device for deploying virtual machines has a
same function as that of a corresponding structure in the
device for deploying virtual machines according to the
embodiments, and is not described herein.
Preferably, the weight assigning unit is configured to
assign weights for respective items of the dynamic attribute
information and assign weights for respective items of the
static attribute information according to a preset weight
assigning rule.
Preferably, in a case that the first VM and the second VM
are connected to the first physical machine, the deployment
module is configured to keep the deployment of the first VM
in the first physical machine, and dynamically move the
second VM to the second physical machine.
The embodiments of the present disclosure are described
in a progressive manner and each embodiment places
emphasis on the difference from other embodiments, there-
fore, one embodiment can refer to other embodiments for the
same or similar parts. For the embodiments of the device,
since the embodiments of the device correspond to the
embodiments of the method, the description is relative
simple, and relative description refers to parts of description
of the embodiments of the method.
According to the description of the disclosed embodi-
ments, the disclosure may be implemented or used by the
person skilled in the art. Various modifications made to these
embodiments are apparent for persons skilled in the art, and
a normal principle defined in the disclosure may be imple-
mented in other embodiments without departing from spirit
or scope of the disclosure. Therefore the disclosure is not
limited to the embodiments described in the disclosure but
confirms to a widest scope in accordance with principles and
novel features disclosed in the disclosure.
The invention claimed is:
1. A method for deploying virtual machines, comprising:
acquiring attribute information of a first VM and a second
VM;

determining, according to the attribute information,
whether the first VM is similar to the second VM, and

deploying the first VM and the second VM to a first
physical machine and a second physical machine
respectively if the first VM is similar to the second VM,

wherein the similarity is determined based a calculation of
a value according to weights assigned to the attribute
information and a preset similarity algorithm; and
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wherein the deployment is performed when the first VM
and the second VM are running, the attribute informa-
tion comprises static attribute information and dynamic
attribute information, and the acquiring attribute infor-
mation comprises:
acquiring the dynamic attribute information of the first
VM and the second VM, wherein the dynamic attri-
bute information carries first identity information
indicating a VM to which the dynamic attribute
information belongs;

acquiring the static attribute information of the first VM
and the second VM, wherein the static attribute
information carries second identity information indi-
cating a VM to which the static attribute information
belongs, and the static attribute information was
stored when the VM was deployed last time and was
stored in a physical machine to which the VM was
deployed; and

correlating the dynamic attribute information to the
static attribute information according to the first
identity information and the second identity infor-
mation to acquire the attribute information of the first
VM and the attribute information of the second VM
respectively.

2. The method according to claim 1, wherein the first VM
and the second VM are deployed to the first physical
machine or to the second physical machine if the first VM
is not similar to the second VM.

3. The method according to claim 1, wherein the process
of determining whether the first VM is similar to the second
VM according to the attribute information comprises:

determining whether the value of the similarity is greater
than a preset threshold;

determining that the first VM is similar to the second VM
if the value of the similarity is greater than the preset
threshold; and

determining that the first VM is not similar to the second
VM if the value of the similarity is smaller than or
equal to the preset threshold.

4. The method according to claim 3, wherein when it is
the first time for VM deployment, the attribute information
comprises static attribute information, and the process of
assigning weights for the attribute information comprises:

assigning weights for respective items of the static attri-
bute information according to a preset weight assigning
rule.

5. The method according to claim 4, wherein the process
of assigning weights for the attribute information according
to the preset weight assigning rule comprises:

assigning, according to the preset weight assigning rule,
weights for respective items of the static attribute
information and for respective items of the dynamic
attribute information.

6. The method according to claim 1, wherein in a case that
the first VM and the second VM are connected to the first
physical machine, the process of deploying the first VM and
the second VM to the first physical machine and the second
physical machine respectively comprises:

keeping the deployment of the first VM in the first
physical machine, and dynamically moving the second
VM to the second physical machine.

7. A device for deploying virtual machines, comprising:

an acquiring module configured to acquire attribute infor-
mation of a first VM and a second VM,

a determination module configured to determine, accord-
ing to the attribute information, whether the first VM is
similar to the second VM; and
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a deployment module configured to deploy the first VM
and the second VM to a first physical machine and a
second physical machine respectively if the first VM is
similar to the second VM,

wherein the determination module comprises:

a weight assigning unit configured to assign weights for
the attribute information according to a preset weight
assigning rule, and

a calculation unit configured to calculate a value of
similarity between the first VM and the second VM
according the weights of the attribute information
and a preset similarity algorithm,

wherein in a case that the deployment is performed when
the first VM and the second VM are running, the
attribute information comprises static attribute infor-
mation and dynamic attribute information, and the
acquiring module comprises:

a first acquiring unit configured to acquire the dynamic
attribute information of the first VM and the second
VM, wherein the dynamic attribute information car-
ries first identity information indicating a VM to
which the dynamic attribute information belongs;

a second acquiring unit configured to acquire the static
attribute information of the first VM and the second
VM, wherein the static attribute information carries
second identity information indicating a VM to
which the static attribute information belongs, and
the static attribute information was stored when the
VM was deployed last time and was stored in a
physical machine to which the VM was deployed;
and

a correlation unit configured to correlate the dynamic
attribute information to the static attribute informa-
tion according to the first identity information and
the second identity information to acquire the attri-
bute information of the first VM and the attribute
information of the second VM respectively, and

wherein the acquiring module, the determination module,
the deployment module are implemented via a physical
processor.

8. The device according to claim 7, wherein the deploy-
ment module is further configured to deploy the first VM and
the second VM to the first physical machine or to the second
physical machine if the first VM is not similar to the second
VM.

9. The device according to claim 7, wherein the determi-
nation module comprises:

a determination unit configured to determine whether the
value of the similarity is greater than a preset threshold;
determine that the first VM is similar to the second VM
if the value of the similarity is greater than the thresh-
old, and determine that the first VM is not similar to the
second VM if the value of the similarity is smaller than
or equal to the threshold.

10. The device according to claim 9, wherein when it is
the first time for VM deployment, the attribute information
comprises static attribute information, and the weight
assigning unit is further configured to:

assign weights for respective items of the static attribute
information according to the preset weight assigning
rule.

11. The device according to claim 10, wherein the weight

assigning unit is further configured to:

assign, according to the preset weight assigning rule,
weights for respective items of the static attribute
information and for respective items of the dynamic
attribute information.
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12. The device according to claim 9, wherein in a case that
the first VM and the second VM are connected to the first
physical machine, the deployment module is further config-
ured to:

keep the deployment of the first VM in the first physical
machine, and dynamically move the second VM to the
second physical machine.

13. A management node, wherein the management node
manages at least two physical machines, and comprises a
device for deploying VMs, wherein the device for deploying
VMs comprises

an acquiring module configured to acquire attribute infor-
mation of a first VM and a second VM,

a determination module configured to determine, accord-
ing to the attribute information, whether the first VM is
similar to the second VM,

a deployment module configured to deploy the first VM
and the second VM to a first physical machine and a
second physical machine respectively if the first VM is
similar to the second VM,

wherein the determination module comprises:

a weight assigning unit configured to assign weights for
the attribute information according to a preset weight
assigning rule; and

a calculation unit configured to calculate a value of
similarity between the first VM and the second VM
according the weights of the attribute information
and a preset similarity algorithm,

wherein in a case that the deployment is performed when
the first VM and the second VM are running, the
attribute information comprises static attribute infor-
mation and dynamic attribute information, and the
acquiring module comprises:

a first acquiring unit configured to acquire the dynamic
attribute information of the first VM and the second
VM, wherein the dynamic attribute information car-
ries first identity information indicating a VM to
which the dynamic attribute information belongs;

a second acquiring unit configured to acquire the static
attribute information of the first VM and the second
VM, wherein the static attribute information carries
second identity information indicating a VM to
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which the static attribute information belongs, and
the static attribute information was stored when the
VM was deployed last time and was stored in a
physical machine to which the VM was deployed;
and

a correlation unit configured to correlate the dynamic
attribute information to the static attribute informa-
tion according to the first identity information and
the second identity information to acquire the attri-
bute information of the first VM and the attribute
information of the second VM respectively, and

wherein the acquiring module, the determination module,

the deployment module are implemented via a physical

processor.

14. The management node according to claim 13, wherein
the deployment module is further configured to deploy the
first VM and the second VM to the first physical machine or
to the second physical machine if the first VM is not similar
to the second VM.

15. The management node according to claim 13, wherein
the determination module comprises:

a determination unit configured to determine whether the
value of the similarity is greater than a preset threshold;
determine that the first VM is similar to the second VM
if the value of the similarity is greater than the thresh-
old, and determine that the first VM is not similar to the
second VM if the value of the similarity is smaller than
or equal to the threshold.

16. The management node according to claim 15, wherein
when it is the first time for VM deployment, the attribute
information comprises static attribute information, and the
weight assigning unit is further configured to:

assign weights for respective items of the static attribute
information according to the preset weight assigning
rule.

17. The management node according to claim 16, wherein

the weight assigning unit is further configured to:

assign, according to the preset weight assigning rule,
weights for respective items of the static attribute
information and for respective items of the dynamic
attribute information.
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